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Abstract: This article is organized as follows to address the possibility of prejudice in AI 

systems. The articles looks at what bias in AI systems looks like, gives several examples of prejudice, 

and explains why bias leads to discrimination. The topic of transparency is briefly discussed here, as well 

as how a lack of openness frequently exacerbates the problem of algorithmic discrimination. The core 

emphasis of this work is evaluated in the second half of this chapter: present legislative protections and 

their efficacy in combating AI-based prejudice. Following that, the paper concludes with a discussion of 

a few approaches to dealing with the prejudice and discrimination issues that have been raised 

throughout the work. 
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Artificial intelligence (AI) is now widely used andthe vast majority of 'global society 

stakeholders' recognize the limitless possibilities of contemporary technology for their 

businesses. In the end, this is due to the increasing availability of data, which has become a 

priceless commodity in today's society. The capacity to access and utilise the information 

made accessible through these big data sets is increasingly vital to an organization's success.
1
 

As a result, using artificially intelligent systems to analyse this data has become normal 

practice; as a result, we can find indicators and predictors existing in the data that may be 

employed in automated decision-making processes.
2
 

Because of the usage of intelligent technology, data interpretation and use of outputs to make 

informed judgments may now be done autonomously, usually by a decision-making 

algorithm rather than a human. A system of rules or instructions that must be followed, 

generally by a computer, in order to perform a problem-solving activity is referred to as an 

algorithm. This technical innovation has far-reaching implications; for example, time-

consuming and time-sensitive jobs can now be completed in a fraction of the time they would 
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have required earlier.
3
 The use of algorithmic decision-making systems is not a new or 

unfamiliar notion, and we are constantly exposed to the results of automated decision-making 

processes. To mention a few uses, these systems are used to evaluate credit card applications, 

sift CVs during recruiting procedures, assist in judicial decision-making, and validate 

diagnoses in medical settings, to name a few. 

There are always implications with every great technological advance, and in this case, both 

legal and ethical problems arise. AI has a long history of prejudice and bias, particularly in 

automated decision-making, and individuals who are subjected to these automated choices 

are at danger of becoming victims of a fundamentally unjust and inequitable process.
4
 

This article is organized as follows to address the possibility of prejudice in AI systems. The 

articles looks at what bias in AI systems looks like, gives several examples of prejudice, and 

explains why bias leads to discrimination. The topic of transparency is briefly discussed here, 

as well as how a lack of openness frequently exacerbates the problem of algorithmic 

discrimination. The core emphasis of this work is evaluated in the second half of this chapter: 

present legislative protections and their efficacy in combating AI-based prejudice.
5
 

The examination of these protections is critical, since they constitute the first line of defense 

in the fight against algorithmic bias and discrimination. Part of this chapter's analysis focuses 

on the legal protections provided by the General Data Protection Regulations (GDPR), 

specifically Article 22 of the GDPR, as well as the effectiveness of current anti-

discrimination legislation, such as the European Convention on Human Rights (ECHR) and 

the Equality Act 2010. As a result, this study examines both EU-centric and UK-specific 

legislation. 

The article then goes on to discuss these legal safeguards in light of the lawsuit launched 

against the Home Office by the Joint Council for the Welfare of Immigrants and Foxglove. 

This is the first known legal challenge to the employment of algorithms in the United 

Kingdom; as a result, this study assesses the efficacy of current legal protections, such as the 

General Data Protection Regulation (GDPR) and applicable anti-discrimination statutes, and 

how they were implemented in this case.
6
 

Before getting into the complexities of bias in AI systems, it's critical to establish a shared 

understanding of what the phrase "artificial intelligence" means. A precise definition of AI is 

difficult to come by, and it is commonly assumed that no single definition exists; yet, for the 

purposes of this chapter, the House of Lords' definition is judged adequate in presenting a 

succinct summary of what is commonly meant by the word 'AI': 

AI encompasses a wide range of concepts and systems, but it may be defined as a collection 

of algorithms that can alter and generate new algorithms in response to learning inputs and 

data, rather than depending exclusively on the inputs they were built to recognize. 

Intelligence is defined as the ability to alter, adapt, and grow in response to new 

                                                      
3
R Baldwin, The Globotics Upheaval: Globalisation, Robotics and the Future of Work (Oxford, Oxford 

University Press, 2019).  
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input.
7
Because of the enormous potential demonstrated by these intelligent systems, it is 

sometimes assumed that when AI is used in decision-making, human involvement is no 

longer necessary or present because of the gadgets' ability to “alter, adapt, and develop”. This 

is partially due to our expectation that computer choices would be made only on the basis of 

facts. However, the converse is true: bias in decision-making algorithms is frequently 

prevalent due to human prejudice already present in the data, and the algorithm then 

reinforces this existing bias. As a result, it's not totally accurate to say that AI-powered 

automatic decision-making "takes the place of human discretion."
8
Thus, in order to begin to 

free these systems of prejudice, it is necessary to look at the bias that exists inside algorithmic 

decision-making processes in more depth, as well as to investigate why this bias exists and 

how it leads to discrimination. 

The term 'bias', like the phrase 'artificial intelligence,' has a variety of connotations depending 

on the context in which it is used. The term bias can be used in a neutral context or with a 

"strong moral connotation." This is because, in its most basic form, 'bias' refers to a 

preference for one thing over another, and because of this, the term may be used in any 

situation. Friedman and Nissenbaum use the example of a person choosing ripe fruit over 

damaged food to illustrate their point. Because they preferred the ripe fruit over the damaged 

fruit, the person is 'prejudiced.'
9
 

Compare this to a person who refuses to hire someone because of their race; the individual is 

still 'prejudiced,' but there is a moral significance to the phrase. As a result, it is important to 

evaluate the word prejudice in a moral and ethical perspective for the sake of this research. 

As a result, when we think about prejudice, we're thinking about it in terms of its AI 

equivalent, algorithmic bias (which results in unfair and often discriminatory outputs).
10

 

Discrimination caused by automated decision-making is frequently the result of biases 

already present in the data used to train the algorithm. According to Shrestha and Yang, this 

suggests that the new, automated system perpetuates historical preconceptions and 

stereotypes. Unfortunately, individuals from minority backgrounds are the ones who are most 

harmed, since they are discriminated against based on qualities such as gender, color, and 

even socioeconomic aspects like where they live and went to school. 

The area of robotics is advancing at a rapid rate. Rapid expansion is occurring across the 

board in the sector, as well as in completely new areas. And these discoveries have reignited 

an important debate about robot ethics, as we explore who and what is accountable for 

keeping robots on the correct track. 

Artificial entities now have their own legal character, thus humans aren't the only ones 

regulated by predetermined law. Due to its implications in omnipresent monitoring, patient 

                                                      
7
С.С. Гулямов И.Р. Рустамбеков, Проект концепции Республики Узбекистан в области развития 
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URL:https://cyberleninka.ru/article/n/robot-texnikasini-tartibga-solish-muammolari-huquqiy-va-axloqiy-
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autonomy, non-human therapy, deceit, and AI interpretability, various research in the 

assistive robotics industry have examined ethics.
11

 These problems and challenges should be 

kept in mind by robotics start-ups, since they have a direct influence on end-users, and 

legislation surrounding these themes is now being implemented to assist organizations in 

designing better robots.
12

 Companies in the robotics industry must be proactive and ethical in 

their response to future developments, putting user rights at the forefront of the design 

process. 

Clarity about the state of AI will be critical in gaining people's trust. What to do with robots 

that operate in more independent ways is one of the most significant, and legally disruptive, 

concerns brought by AI. It is critical that the regulation advances in this area. 

There has previously been talk of giving robots electronic personhood, in which AI and 

robots would be deemed "e-persons." This would give them obligations and fundamentally 

change how they are seen in the perspective of human law. In this respect, if something goes 

wrong, the AI or robot might be held liable under present frameworks. Although the notion 

was rejected, the larger debate about how we place robots inside regulatory systems and who 

has ultimate accountability continues.
13

 

An further complication arising from determining who is responsible for the damage caused 

by more autonomous robots may be resolved by enacting a mandatory insurance program. 

This might be a reflection of the car sector, which already has a procedure like this. The 

insurance sector would be responsible for developing new products and types of offerings 

that are in accordance with current advancements in robotics and society.
14

 With this in mind, 

AI engineers should be aware that the creation of autonomous vehicles, medical robots, and 

robo-advisors may soon become highly regulated, costly, and subject to a slew of liability 

chains. 

As a result, there's a chance that these insurance pressures will lead to better robots design. If 

manufacturers are required to insure their robotic devices against damage as well as provide 

safe-to-use equipment, there is an extra motivation to develop products that prioritize user 

experience.
15

 The good news is that because regulation is aimed toward generating goods that 

are of the best possible level for user experience, this development is expected to lead to 

enhanced product design, as well as better robotics development and delivery of machines 

into the field. 

Consider Internet of Things (IoT) devices, which have been the subject of rising legislation in 

the UK in recent years as a result of historical vulnerabilities and little manufacturer support 

once they leave the production line. The answer is in software, which can continuously 

                                                      
11

The EU White Paper on AI left key concepts such as “high risk” and “robustness and accuracy” undefined. 

See European Commission, “White Paper on Artificial Intelligence: A European Approach to Excellence and 
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protect an IoT device, or in this example, a robot, beyond its physical form.
16

 Choosing an 

operating system that prioritizes security and the end-user helps a robot to adapt to changing 

regulations more effectively over time. 

Using big embedded systems like Ubuntu Core, autonomous robots may be outfitted with 

many levels of security built right into the operating system, with system integrity assuring 

that the program is free of tampering.
17

 In terms of IoT, this adds another layer of security to 

the data collected, in accordance with GDPR and broader security concerns in the robotics 

business. 

In time, software will supplant hardware as the most important factor in determining a robot's 

worth. As a result, confidence in machines will be built on the foundations of security and 

dependability, while cooperation will encourage more dynamic robots, such as those that can 

prolong their lifespans through third-party apps. Snaps, for example, can help in this 

situation. Snaps are pre-configured software packages that are simple to build and distribute. 

They are secure to use and can update automatically and transactionally to ensure that an 

update never fails. If a security vulnerability in an app's libraries is detected, the app's 

publisher is contacted so that the app may be rebuilt swiftly and sent out with the provided 

remedy. 

Finally, implementing regulations for the robots sector has genuine benefit since it will 

deliver the best possible user experience. The building blocks of robots are software, which 

will lead to greater concord between autonomous machines and the laws that govern them. 
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